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It is all to do with the new discovery of so-called Generative 
Adversarial Networks, known as GANs. The name was 
invented by Ian Goodfellow when he was still responsible for 
AI at Google Brain. He now has a similar position at Apple. 

We go back to 2014 during a get-together where students 
challenged Goodfellow with the question of whether com-
puters are able to use their fantasy. When he returned home, 
he spent all night building his first GAN application in 
24 hours. His creation turned out to be a hit; other 
researchers and developers came up with variations and the 
principle is now widely praised. The enthusiasm of the 
experts is an extra stimulus for us to explore this further. 
Yann LeCun, Chief AI Scientist at Facebook, calls it the most 
interesting discovery in machine learning of the last decade. 
Andrew Ng, the founder of Google Brain and now Chief 
Scientist at Baidu, calls it promising. Geoffrey Hinton, pro-
fessor at the University of Toronto and often mentioned in 
the same breath as the other two “AI godfathers”, says GAN is 
a breakthrough. The number of GAN applications and GAN 
networks is growing day by day and we are seeing continuous 
improvements in the basic model and specializations for 
niche applications. We now count more than five hundred, 
brought together in the so-called GAN Zoo.5

To understand where that enthusiasm comes from, it’s good 
to first see exactly what we’re talking about. We can best 
illustrate this with an example, in this case of medicine 
inventor Insilico Medicine. This start-up from Johns Hopkins 
University, which moved their headquarters to Hongkong in 
2019, has discovered a method to find and create a medicine 
for a disease in no time. At the basis we find this new applica-
tion of artificial intelligence: the Generative 
Adversarial Networks.

1  Introduction: the creative 
machine

Scientists say we need dreams to process our impressions. 
Computers, on the other hand, have nothing to process and 
therefore have no need to dream. They have few needs at all; 
they are quite indifferent. They can switch on or off, but even 
that doesn’t matter to them. Nor how they are programmed, 
whether they run on Linux or Windows, whether they have a 
graphics processor or not, or whether they are used for deep 
learning or a computer game. Despite this knowledge, 
Google claims to have created a computer that shows us its 
dreams. They call it Google DeepDream.1 Perhaps computers 
could dream, you speculate. If they can dream, does that 
mean that there is fantasy in these machines and that com-
puters can also be creative?

In Oxford, the Creative Algorithmic Intelligence course has 
recently started.2 One wonders out loud what it means for 
human creativity when computers suddenly – quite recently 
– compose pieces of music and write lyrics of reasonable 
quality. Professor Marcus Du Sautoy of Oxford University 
explains in his book The Creativity Code: How AI is learning to 
write, paint and think how computers make art. At the same 
time IBM answers the question “What’s next for AI?” with 
“The quest for AI creativity”.3 In a recent MIT Press book by 
Professor Arthur Miller, we read that computers are already 
more creative than people in some areas and that they are 
going to catch up with our creativity.4 And if you want to get 
started with AI creativity right away, RunwayML allows you to 
“discover the power of artificial intelligence in creative 
projects”.

From left to right: The Artist in the Machine, in which Professor Miller states that computer 
creativity will surpass human creativity; RunwayML, which offers AI tools to become more 

creative; and Marcus du Sautoy’s book, which explains how it all works.

Infinite Machine Creativity
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1.1  Innov-AI-tion: a medicine in no 
time

Developing a new drug is like looking for a needle in a hay-
stack. It takes an average of $2.6 billion and 10 years of hard 
work and experimentation. At the end of the ride, you also 
need to make sure the drug works without any unpleasant 
side effects or toxic effects. It’s getting harder and harder to 
invent a new drug. Whereas the return on R&D in the phar-
maceutical industry used to be 10 cents on every dollar 
invested, now it’s 2 cents and the ten largest pharmaceutical 
companies invest around $80 billion in R&D.6 The low 
hanging fruit in terms of drug development has already 
been harvested; as it becomes increasingly difficult to dis-
cover a new drug, any contribution to speed up this process 
is welcome.

If such a pin is found in the haystack in just 46 days, you 
know that something special is going on. We’re talking 
about the announcement of the biotechnology company 
Insilico Medicine in the Nature Biotechnology publication on 
2 September 2019. Thanks to generative AI, this company 
has succeeded in designing a molecule that is medicine for 
the prevention of fibrosis and a number of related condi-
tions. The cost was about $150,000. The announcement was 
not presented without a sense of drama: “It’s the AlphaGo 
moment of the pharmaceutical industry”. We’ll come back 
to AlphaGo in a moment, first we’ll go into how it went.

The key word here is generative AI, artificial intelligence 
that “generates” something. Generative AI is not new, we 
already know the phenomenon of generating probabili-
ties. For example, in a picture of a cat or a dog, artificial 
intelligence gives an estimate, such as 80 percent proba-
bility that this is a dog and 95 percent that this is a cat, as 
in the picture below. But this new form of generative AI 
delivers something completely different, it generates 
a molecule.

Two forms of generative AI: AI that generates probabilities (above) 
and the molecule generated by AI (below). 

The biotechnology company Insilico Medicine uses AI, including GANs, to find and create 
new medicines.
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Over a period of 46 days, the AI application was able to 
generate 30,000 different molecules, one of which was 
eventually tested on a mouse.

The discovery starts with a computer 
model (in silico) representing mole-
cules that can act as medication. This 
process takes 21 days. The synthetic 
medication is then produced and ana-
lyzed in a test tube (in vitro) and in 
46 days the medication is ready to be 
tested on a mouse (in vivo). 
Deepknowledge Ventures, which 
finances Insilico, had to wait patiently 
for two years until the theoretical framework was ready to 
test the technique (GENTRL). They certainly don’t hide 
their enthusiasm for the breakthrough. For example, they 
speak of a discovery after 21 days instead of 46, because 
the molecule had actually already been discovered. The 
fact that the name of the company is identical to the com-
puter phase of the medication development is not a coin-
cidence. Insilico is a technology company that specializes 
in AI and wants to speed up the production of medicines, 
as Henry Ford once did with the production of cars. In this 
context, we are constantly looking for new words. 
Artificial intelligence has long been classed as “General 
Purpose Technologies” because of its general deploya-
bility. A trio of scientists from MIT, Harvard and Stanford, 
Iain Cockburn, Rebecca Henderson and Scott Stern, are 
researching the economic impact of artificial intelligence.7 
They introduce a term based on their thesis that AI is able 

21 days

DDR1 GENTRL Rapid 
Synthesis

in vitro
assays

in vivo
assays

Pre-Clinical
Trials

46 days

Deep learning enables rapid identification of potent DDR1 kinase inhibitors 

to create better ideas than people. What GANs do is about 
a different way of inventing and creating things. GANs 
innovate innovation. In short: “invention in the method of 
invention”.

Insilico now has partnerships with 
Astra Zeneca, Pfizer and numerous 
other major pharmaceutical compa-
nies. Insilico can be called an inventor 
of new ways in which inventions are 
made. The GENTRL model is available 
on GitHub8 for anyone who wants to 
start inventing in other ways.

The	first	creative	machines	with	a	patent
At the end of January 2020 it was announced that a medi-
cine created by AI is being tested on humans for the first 
time. Not commissioned by Insilico this time but by the 
British start-up Exscientia and the Japanese pharmaceu-
tical company Sumitomo Dainippon Pharma.9 In 
September 2019, a patent10 was granted in the US to a 
“creativity machine” running on GAN technology. For two 
of the inventions made by this machine, patents have also 
been applied for at the European Patent Office. The appli-
cations were rejected in January of this year. Professor 
Ryan Abbott of the University of Surrey, who is behind the 
patent application, comments that if the GAN had been a 
human being, nobody would have doubted attributing the 
inventions to that person.

“GANs innovate innovation. In 
short: invention in the method 
of invention.”

Infinite Machine Creativity
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1.2 GANs: behind the scenes

Insilico’s creativity machine, with which they made the dis-
covery, consists of NVIDIA graphics processors that are 
also used in computer games.

A whole bunch of cloud solutions, such as AWS, Alibaba 
Cloud and Google Cloud, now comes into play. Deep 
learning frameworks from TensorFlow and PyTorch are 
added, and petabytes of data from many different sources 
are added, such as from a gene dataset, information 
(texts) from scientific research, enumerations of chemical 

The Industry’s Most Advanced End-to-End Drug Discovery AI

Applications: Insilico is developing and deploying a large 
number of proof of concept and commercial applications 
for target ID, chemistry and digital medicine.

Services: Insilico developed a set of tools for target 
identification and small molecule generation for internal 
use.

Main Focus on DL Pipeline and Libraries:  Insilico devel-
oped a set of deep learning libraries and automated 
workflows for biology and chemistry.

Data: Insilico aggregated and processed petabytes of data 
including gene expression data, chemistry and text.

Deep Learning Frameworks: Insilico relies primarily on 
TensorFlow and Pytorch.

Computational Infrastructure: Insilico relies on the GPU 
clusters and some AWS. Unique storage solutions.

Physical Hardware Level: Insilico relies primarily on 
NVIDIA GPU for DL but is evaluating other technologies.

Insilico’s creativity machine consists of an extensive collection of technologies.

compositions, a library of automated workflows for 
biology and chemistry, a toolset for identifying molecular 
generation and applications for creating proof-of-con-
cepts. But the most important role is reserved for 
Generative Adversarial Networks.

Generative Adversarial Networks and synthetic data
The real breakthrough is due to a new form of generative 
AI, baptized Generative Adversarial Networks by 
Goodfellow, as mentioned previously. The principle behind 
this is to allow two self-learning neural networks to com-
pete against each other. The first network, known as the 
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Generative. The AI model generates new – synthetic – 
data based on a given set of training data. For example, if 
the training set consists of molecules, the AI model gener-
ates synthetic molecules. The goal is that the synthetic 
data has the same properties and correlations as the 
training data and therefore forms a good synthetic repre-
sentation of reality.

Adversarial. This refers to the aspect of competition 
between the two algorithmic models: the creator and 
the critic.

Networks. Depending on the complexity of the GAN, it is 
a relatively simple neural network – a feed forward – or 
convolutional network that is mainly used to 
process images.

Synthetic data. Computer-created artificial data, the 
output of GANs. Synthetic data can generate ideas, accel-
erate learning models, bypass privacy issues, and over-
come language barriers between different media forms. 
We will discuss this in more detail in Chapter 2.

creator or artist, produces artificial output, for example 
images of a dog. The second network, known as the dis-
criminator or critic, then assesses whether the produced 
results are real or fake by comparing them to a dataset of 
training examples. One tries to fool the other. And the 
other doesn’t want to fall for that. There is constant feed-
back to the other as to why it has or has not worked. This 
happens without human intervention; in AI terms this is 
called “unsupervised learning”. After many iterations, the 
quality of the output is so good that it is (almost) indistin-
guishable from the original training examples. The result 
is an image (or a text, a molecule, a sound, a video – many 
forms are possible) generated by the computer. The 
output is called synthetic data. The interesting thing is 
that because of this, the adage “data is the new oil” no 
longer applies. Less data, but more data modelling is the 
new paradigm. It also puts direct pressure on the profes-
sion of data scientist. Whereas just a few years ago this 
was proclaimed the sexiest profession of the twenty-first 
century,11 with the introduction of synthetic data this can 
be critically questioned.12

Random noise

Creator

Discriminator

Training set

Synthetic data

Feedback loop

Real

Fake

Generative Adversarial Networks create synthetic data with white noise. The goal is that the synthetic data has the same properties and 
correlations as the training data and therefore forms a good synthetic representation of reality.

Infinite Machine Creativity
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1.3 Pharma’s AlphaGo moment

Insilico spoke of “Pharma’s AlphaGo moment” in its press 
release, referring to the historic 2016 victory of Google 
computer AlphaGo over humans in the board game Go. Of 
the five games that the computer played against world 
champion Lee Sedol, it won four. Experts thought that it 
would take another 10 years for the computer to succeed. 
And now the pharmaceutical industry, like the gaming 
world, has its AlphaGo moment. The question is whether 
we should or can identify a winner. If we go back to the 
game in question, there are two moments that stood out 
at the time. In the second game, AlphaGo made a strange 
move in the 37th turn, which the Go experts thought was 
a mistake. Later they were waxing lyrical about its beauty. 
This move had never been performed by a human before 
in a game. In the end AlphaGo won thanks to this ingen-
ious inspiration. In the fourth game, at move 78, Sedol did 
something similar. The question now is whether he would 
have made this move if he hadn’t had move 37 in front of 
him. In other words, man learns from the computer, just 
like the computer learns from man. It’s not a competition, 
it’s a play of circumstances. Three years after his loss, 
Sedol quit. The computer can’t be beaten, he said. The fun 
is gone for him.

Sedol’s disappointment is understandable, but the conclu-
sion that man’s role has been played out is unsubtle and 
incorrect. Chess Grandmaster Garry Kasparov made a dif-
ferent choice after his defeat against Deep Blue. He 
teamed up with the computer and introduced a new 
game, Centaur Chess, in which people work together with 
computers to achieve better results. The ultimate impact 
of AI on the chess world is that the human level of play has 
increased across the board. Everyone now has access to a 
digital top coach. The technology has a democratizing and 
creativity-promoting effect.

Thomas Edison used his own definition of creativity. 
According to him, human genius stems from 98 percent of 

“I’m not at the top even if I become the number 
one.”
Lee Sedol

“AlphaGo made an original and highly effective 
move.	Within	the	definition	of	creativity,	these	
are the two key concepts.”
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hard work and he added that creativity requires a lot of 
perspiration. In popular definitions of creativity, we still 
read the words of Thomas Edison: “Creativity is 98 percent 
perspiration and 2 percent inspiration.”

For most of the examples we describe in this report, the 
computer has to work hard to come to its original ideas 
and we can conclude that without man’s help and inge-
nuity nothing would come out of its hands.

1.4  The structure of the report and 
fifteen GAN conclusions

It is a fascinating thought that we 
can create something in no time. 
Medicine, but also all kinds of 
other products and services, can 
feel the GAN effect. We have, as it 
were, invented a kind of time 
machine, a machine that com-
presses time-to-create to make 
discoveries. Normally, in the world 
of computers, we talk about effi-
ciency, effectiveness, brutal computing speed and cogni-
tive ability. But what if the creative process itself can be 
improved with machines? That raises many questions. The 
three main questions are dealt with separately in the 
three chapters that follow.

How does the compression of time-to-create work?

In Chapter 2, we will present numerous GAN examples, 
divided into science, design, industry and architecture, art 
and media. Not all of them are equally groundbreaking, 
but they are often spectacular. It is interesting that people 
have been given this new digital possibility. After all, inno-
vation is a matter of cleverly combining. The new possibili-
ties of combining, in this case GAN creativity with human 
creativity, create new opportunities for innovation. Above 
all, we encourage you to think outside the box, because 
applications in the various sections interconnect grace-
fully. Time compression has many faces, as you will see.

Can computers dream and be creative?

In Chapter 3, we return to the existential question: can 
computers be creative at all? If we impose the restriction 
that computers have no will of their own, let alone the will 
to invent something, our answer is yes. It is a soulless var-
iant of the human form of creativity. This sounds rather 
limited or a bit spooky, but eventually we will have to 
figure out over the next decade how these two forms of 

creativity can reinforce each other, because human crea-
tivity also has its limitations. For the human-machine col-
laboration, or HUMAN-GAN interaction, we will see that in 
many places in the creativity process, the ball is in the 
court of mankind. Above all, the computer works, often at 
high speed, through numerous sources, something we as 
humans cannot match. If creativity is a combination of 
inspiration and perspiration, then much of the perspira-
tion is on the side of the computer. The ultimate effect 
will be to increase the creative capacity in society – and 
possibly in your organization as well. So, what do 
you think?

Do CIOs still have dreams?

We conclude Chapter 4 with the 
question of whether CIOs still have 
dreams. It’s not the first time we 
hear that CIOs have a lot on their 
minds. This topic just adds to the 
list of things to do. Maybe even 
reading this bulky report is too 
much, because CIOs are under 
pressure. According to McKinsey, 

this is the worst time imaginable for an average CIO to be 
at the helm. There are so many things that need to be 
dealt with and, at the same time, so much is happening in 
society that has to be taken into account. In this chapter 
we will present the above-average CIO and show five 
dreams (big and small) plus two nightmares in which we 
make the issue of creativity manageable.

Reading warning
Before we start, a few words of warning. Firstly, many of 
the cases of generative AI are not as grandiose as those of 
Insilico. Take, for example, the algorithm that converts 
music into dance, or the online retailer Zalando who uses a 
GAN to design dresses. We will also look at examples of 
computer paintings produced on an assembly line and 
how a GAN transforms old black-and-white video images 
into a high-resolution color film. Secondly, we have to 
warn you that GANs have only recently been included in 
Gartner’s well-known hype cycle. The term dangles some-
where at the bottom left, a lot lower than delivery drones, 
to name just one. Just above those drones we also find so-
called synthetic data on the curve. Since this data is gener-
ated by GANs, we can consider it as part of the same 
development. The fact that it might not yet include an 
appealing case from your own sector does not necessarily 
mean that it isn’t relevant to your organization. We are 
simply in the early development phase of this new applica-
tion. The question is whether you have the creativity to 
look through this matter, find your own application and 

“Creativity	is	98	percent	perspiration	
and 2 percent inspiration.”
Thomas Edison 

Infinite Machine Creativity
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shorten the speed to generate new ideas, products 
and processes.

Let’s quickly dig deeper
In the list of conclusions that can be found throughout the 
report, you will immediately get a picture of the specific 
properties and operation of GANs. The examples will vary 
in maturity. It helps if you keep in mind that there are 
actually two sides to the coin: GAN input and GAN output. 
The output is about the ideas generated by the network, 
such as a molecule in the example of Insilico. It could also 
be a painting or a piece of music, or a design of a building. 
One specific application of GANs is that they can turn a 
piece of text into a drawing that expresses what is 
described in the text. In that case it is a kind of inter-
preter-translator from one medium (input) to another 
(output). The GAN input has a completely different appli-
cation; the synthetic data generated by the GAN is added 
back into the neural network. This kind of synthetic data 
augmentation makes sense, because it makes the neural 
network function faster, better and cheaper. A second 
example of GAN input is very specific; synthetic human 
data files are created that are used as input for computer 
systems that need to be tested, but without any privacy-
sensitive data being involved. GANs therefore bypass 
privacy issues.

Autonomous Driving Level 4

3D Sensing Cameras

Next-Generation Memory

Graph Analytics

Emotion AI

DigitalOps

Adaptive ML

Immersive Workspaces

Plateau will be reached:

As of August 2019
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page 14  Conclusion 1: Self-learning ability accelerates 
creativity  
GANs are able to master laws such as quantum 
physics or traditional physics, bringing new scientific 
discoveries within reach.

page 14  Conclusion 2: GANs have a keen eye for what 
people have overlooked  
GANs make hidden knowledge visible and point us to 
things that need to be investigated further. They help 
us to use people’s creative abilities in the right way.

page 15  Conclusion 3: Data augmentation accelerates the 
learning process of GANs  
The synthetic data produced by GANs can be used to 
accelerate neural network training. This saves money 
and time.

page 16  Conclusion 4: Brain interfaces have become more 
realistic  
GANs work as an interpreter-translator from one 
medium to another. The decoder-brain interface 
described translates brain activity into images of 
relatively high quality.

page 17  Conclusion 5: GANs bypassing privacy 
issues  
Generating a synthetic dataset that 
replaces real data allows systems 
to be tested without the risk of 
privacy issues and sensitive data 
ending up on the street.

page 18  Conclusion 6: Procedural 
modelling instead of fumbling 
around by yourself saves time  
GANs show the future of (game) 
design. Time and money are saved 
by less doodling around and the 
designer can focus more on concepts 
and procedural modelling.

page 19  Conclusion 7: GANs significantly 
reduce design time  
More and more GAN tools are 
coming onto the market that 
shorten design time and make 
suggestions for new designs. 
From initial sketch to unique 
product has turned into a 
quick process.

page 20  Conclusion 8: Provision of 
style advice by the com-
puter to humans works well  
GANs can advise people what 
to wear to look more fashion-
able, without having learned 
what is fashionable.

page 20  Conclusion 9: The first steps in architecture have 
been taken  
GANs have taken the first steps for the architecture 
of physical buildings. This allows us to dream about 
the future possibilities of automated creativity, but 
we’re not quite there yet.

page 21  Conclusion 10: GANs and 3D printing in industry 
offer opportunities  
Generative design of industrial products has been 
around for a long time. Generative AI is an extension 
of this. The combination of GANs and 3D printing is 
particularly interesting.

page 22  Conclusion 11: GANs predict and detect errors  
GANs play a role in the more efficient detection of 
defects, for example in solar panels, in predicting 
where problems will arise (predictive maintenance) 
and in preventing errors through simulations.

page 25  Conclusion 12: GANs make the invisible visible  
GANs open the doors for synthetic media. Computer 
generated or modified images make the invisible 
visible, like a black hole, or make the world real by 
coloring black and white images or artificially increas-
ing the quality of images.

 page 26  Conclusion 13: GANs are 
interpreter-translators of 
media languages  
GANs can function in the media 
as lingua franca so that text-
to-image, photo-to-painting 
and music-to-choreography, 
for example, are automatically 
translated.

 page 28  Conclusion 14: Fake is the new 
real  
Deepfakes are perhaps the most 
famous and notorious applica-
tion of GANs. Manipulative 
fake videos and fully automatic 
synthetic propaganda machines 
show that a boost in creativity is 
not always positive.

page 31  Conclusion 15: GAN art raises 
IP questions  
GAN art undoubtedly raises 
new questions about originality, 
creativity and creative power 
that are also relevant to patent 
and IP issues.

Our fifteen GAN conclusions

Infinite Machine Creativity
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Tesla’s into space in a rocket around the sun, accompanied 
by David Bowie’s “Space Oddity”, is perhaps the most 
extravagant example of human creativity.

Although these are completely different people, what 
they have all done can be traced back to an idea and the 
imagination that such a thing is possible in real life. From 
there, it all comes down to the creativity of the execution. 
Something emerges, an artefact, something made by man. 
All these artefacts together make the world what it is 
today; we live in a human built world. From Van Gogh’s 
sunflowers printed on a calendar or serving as an 
Instagram background, to Beethoven’s Fifth as a rap per-
formance by DJ Wilfred on your Spotify playlist. All these 
inventions and creations are now embedded in an 
extremely refined way in everyday life. What is ordered 
now will be delivered to your home before ten o’clock 

tomorrow, produced and assembled in different conti-
nents. What becomes clear at the expense of all 

those creative minds is that their creations have 
propelled the world and the economy in many 
new directions.

Art, culture, science, technology, education: 
everything can be traced back to the wealth of 
ideas and creativity of mankind that brought 
us where we are today. Suppose the GANs in 

this report ultimately make humanity 1 per-
cent more creative, or 10 percent, or 
20 percent? It is still too early to answer 
the question of exactly how much differ-

ence it will make. However, the potential 
to become more creative with the help of 
machines is definitely there. If only because 
GANs allow us to automate and accelerate a 
new part of the creative process.

2.1  Science: analyze, predict, 
synthesize

GANs are widely applicable, from art and 
design to science, industry and media. In this 

chapter we will specifically look at these 
domains. There is a strong connecting ele-
ment: they shorten the time of the creative 
process, the time-to-create. This happens in 

different ways; by coming up with ideas and sug-
gestions, as in the Insilico case, but also by other out-

comes of the application of synthetic data, such as 
bypassing privacy issues or speeding up learning models 
through data augmentation. We will start with four exam-

2  Compression of time-to-
create

From medicine to art, design and media, creativity is eve-
rywhere and has made our life on this planet what it is 
today. Imagine if we named all the results of human crea-
tivity. All in all, it doesn’t even fit into a reference book. 
There are so many fields of application, there is so much 
diversity in discoveries and ideas, it provides a rich and 
colorful potpourri of ingenuity and inventiveness. From 
the work of composers such as Ludwig van Beethoven and 
Amadeus Mozart and painters such as Van Gogh and 
Gauguin, to brilliant computer experts such as Ada 
Lovelace and Alan Turing, pioneers of discovery such as 
Copernicus and Louis Pasteur and physicists 
such as Isaac Newton and Albert Einstein. In 
our modern age we also include Steve 
Jobs and Elon Musk. Musk, who as an 
advertising stunt shot one of his 
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ples of GAN applications from science: physics, life sci-
ences, neuroscience and social science.

A) Physics: discovery of thermoelectric 
material

Researchers from the U.S. Department of Energy13 may 
have discovered new thermoelectric materials with the 
help of GANs. They believe there is a good chance that 
there are decent candidates among the suggestions, 
somewhat similar to the first phase of the Insilico case. 
This would be an important discovery, because if the effi-
ciency with which heat can be converted into energy by a 
new material increases, this means that we are a little 
closer to solving the energy problem.

How did the researchers proceed and on what do they 
base their enthusiasm? On the basis of 3.3 million 
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Sb2Te3

Cu5Te3

Cu2Te

Cu2-x

BaCu2S2

indirect band

heusler compound

optoelectronics

electronic
chalcogenide

photovoltaic applications

optoelectronic

band gap

PbTe

Cu7Te5

Commonly referenced alongside
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CsAgGa2Se4

Li2CuSb

scientific articles, GAN14 made suggestions for the devel-
opment of new thermoelectric materials. The algorithm 
came up with solutions by making new connections 
between the research projects that were not previously 
found by humans. Without being told anything about 
materials science, the algorithm learned concepts such as 
the periodic table and the crystal structure of metals. 
GAN’s self-learning and creative ability combined with the 
brutal computing power of computers provides a special 
kind of meta-analysis. With superhuman speed and volume.

There is a chance of success, because GAN has also identi-
fied materials from the many studies that have proven to 
work in the past. On this basis, it is believed that the new 
materials now suggested by GAN have the potential to 
work. Read how the researchers have achieved success 
with GAN in the article “With little training, machine-
learning algorithms can uncover hidden scientific 

Berkeley Lab researchers discovered that text mining of materials science summaries could yield new 
thermoelectric materials.
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B) Life sciences: learning acceleration through 
synthetic data

GAN techniques are also used in the life sciences sector. In 
this example they contribute to the solution of a general 
problem in the application of AI: the training of AI models. 
Identifying abnormalities in MRI scans of the brain is the 
work of X-ray scientists. Every picture has to be examined 
by such a specialist to detect abnormalities, such as blood 
clots or tumors. The more is diagnosed, the better the AI 
model will be able to make independent diagnoses. By 
producing synthetic MRI scans of the brain with GANs, the 
learning process is accelerated. Again, this works 
according to the GAN method: the discriminator (critic) 
and the generator (artist) work together to produce ficti-
tious MRI scans (synthetic data)17 with correlations (what 
do healthy brains, blood clots, and tumors look like?) sim-
ilar to real MRI scans. Suddenly a lot of scans can be pro-
duced that can be exchanged without problems and used 
to train other models.

knowledge”.15 Anubhav Jai, the project’s leading 
researcher, tells us where the strength of the GAN 
approach lies. People are limited on time:

This example is reminiscent of a study published in Nature 
with the title “AI-Copernicus discovers that the earth 
orbits the sun”.16 Not that we didn’t know this, but the sci-
entists point out that this GAN has independently mas-
tered the laws of quantum physics – just like the periodic 
table in the previous example. The fact that computers 
now discover for themselves what Copernicus already 
knew in 1543 is therefore very promising. The researchers 
say they are now ready for the bigger work, looking for 
discoveries that mankind hasn’t made yet.

Conclusion 1:  
Self-learning ability 
accelerates creativity 
GANs are able to master laws such 
as quantum physics or traditional 
physics,	bringing	new	scientific	
discoveries within reach.

“The most interesting thing we’ve discovered 
is probably that you can use this algorithm to 
address gaps in materials research. Things that 
people should have researched but haven’t yet.”

Conclusion 2:  
GANs have a keen eye for what 
people have overlooked 
GANs make hidden knowledge visible 
and point us to things that need to be 
investigated further. They help us to use 
people’s creative abilities in the right way.

A Deep Convolutional GAN (DCGAN) created synthetic MRI scans 
of the brain, based on 96 real MRIs. Indistinguishable from real 

scans by a lay person, even trained radiologists frequently 
misjudged which one was fake and which one was real. The 
researchers concluded that these synthetic datasets are a 
godsend for “data-hungry” techniques, such as supervised 
machine learning. According to a report by market analysis 

agency Cognilytica, the market for this third-party labelling of 
data will grow from $150 million in 2018 to more than $1 billion 

in 2023.18
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Conclusion 3:  
Data augmentation accelerates 
the learning process of GANs  
The synthetic data produced by 
GANs can be used to accelerate 
neural network training. This 
saves money and time.

deep generative neural networks”.19 By means of fMRI-
technique, a 3D image of the brain is generated, after 
which the brain activity is converted into an image. In 
total, the dataset consisted of 8000 photos, which were 
rapidly displayed one by one. In the left column you see 
the faces that the participants got to see, the right two 
columns show reconstructed pictures from the measured 
brain signals. The middle column shows the results of the 
GAN method, the right column shows the results of 
another method (PCA: Principal Component Analysis). The 
GAN method clearly delivers superior quality.

C) Neurosciences: a brain decoder that sees 
what you see

Two researchers at the brain institute in Toulouse have 
found a way to use GAN technology to reconstruct images 
of people’s faces directly from neural activity in the visual 
cortex. In this case, GANs are therefore able to act as 
translator-interpreter between brain and image; they 
quickly switch from one medium (brain waves) to another 
(image). It was extensively described in an article in Nature 
called “Reconstructing faces from fMRI patterns using 

By means of fMRI and VAE-GAN, a 3D image of the brain is 
generated, after which the brain activity is converted into an image.

Infinite Machine Creativity
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For years, efforts have been made to translate brain activity into 
images. This example is from about ten years ago in a study by 

Berkeley University.

Conclusion 4:  
Brain interfaces have 
become more realistic 
GANs work as an interpreter-translator from 
one medium to another. The decoder-brain 
interface described translates brain activity 
into images of relatively high quality.

Brain interfaces are not new, but the GAN approach 
delivers much higher quality. Look, for example, at the dif-
ference between a brain interface from about ten years 
ago in a study by Berkeley University.20 The woman in the 
video (image below) is just a shadow, while we can see on 
the previous page that the new GAN images produce a 
recognizable result. What is striking is that with the faces 
of people with an Asian appearance, the resemblance is 
much less, see for example the fourth and sixth faces in 
the first column of the picture on the previous page. The 
reason for this may be that there were not enough Asian 
faces in the training set for GAN, which caused bias to get 
into the system.
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D) Social science: GANs bypassing privacy 
issues

There are limitations when working with systems that con-
tain personal data. Testing those systems is difficult 
because there are always conditions and risks associated 
with privacy legislation. Synthetic data is, by definition, 
anonymous because it does not relate to people who actu-
ally exist.21 For this reason, the Norwegian population 
register now works with fictitious residents to test their 
software systems. The British government is also showing 
interest. In a study carried out in Great Britain,22 four dif-
ferent GAN architectures were tested and one, in this 
case WCGAN (Wasserstein Conditional GAN), proved to be 
the best to mimic the distribution of population data. 
After 5000 iterations of the model, you will see the real 
data on the left and the GAN data on the right. Right away 
you can see that the different data sources do not differ 
much from each other, which is ideal to avoid problems 
with the General Data Protection Regulation (GDPR) when 
developing and testing systems that work with sensitive 
personal data.

Real data
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Synthetic data

Conclusion 5:  
GANs bypassing privacy issues 
Generating a synthetic dataset that replaces 
real data allows systems to be tested 
without the risk of privacy issues and 
sensitive data ending up on the street.

Sogeti’s data sciences team has launched a new service to 
meet this need. The Artificial Data Amplifier (ADA)23 is 
used to amplify existing data. Although the focus of ADA 
is on creating synthetic data to solve privacy issues, ADA 
also offers more possibilities for the deployment of this 
GAN technology. Because GANs are so widely deployable, 
it is often best for marketing reasons to choose a specific 
focus, in this case an issue that many organizations have to 
deal with.

In a study carried out in Great Britain, the WCGAN (Wasserstein Conditional GAN) was found to be the best to mimic the distribution of 
population data. After 5000 iterations of the model, you can see the real data on the left and the synthetic GAN data on the right.

Infinite Machine Creativity
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2.2 Design, fashion, and style

We now make the step from science to the world of (dig-
ital) design and fashion. We start with a good example of 
how time can be gained in the design process of games by 
using GANs and discover that the GAN market for design is 
becoming quite professional. More and more tools are 
coming to the market. For a quick overview of the possi-
bilities, we refer you to the Algorithms.design website of a 
Russian designer who keeps track of all developments in 
the field of design and GANs. The tools are neatly classi-
fied into five categories: creating user interfaces, content 
creation, personalizing the user experience, graphic 
design and industrial design & fashion.

A) Design of games: an end to fumbling

It takes a lot of time and effort to make a digital design for 
an object in a game. Andrew Price, a young, famous game 
developer, calculated how much it costs and sees the 
future of GANs in game design. He made a simple calcula-
tion. To create a building, from design to texture to 
lighting, an average designer takes about 66 hours. At an 
average hourly rate, a ready-made house costs about 
$3,900. A fully equipped street will soon cost just under 
$200,000, which contributes significantly to the enormous 
cost of developing a video game.

Andrew Price gave all items a price tag in this virtual street and 
came to the conclusion that it would cost about $200,000 to 

build the entire street.

Price explains that when he builds a 3D home interior, he 
spends most of his time (50 to 70 percent) fine-tuning the 
design to achieve perfection. For example, to determine 
whether or not other lighting in the room is better, 
whether or not wine bottles should be on a table, whether 
or not there should be a refrigerator in the room, to ulti-
mately get the best picture. This fumbling around takes a 
lot of time, because every change has to be examined and 
built in – and possibly thrown away again. With GANs, 
these things can simply be generated – and used or not – 
by a computer. The computer helps him in his creative pro-
cess and that can save a lot of time. As another time saver, 
Price mentions procedural modeling as a replacement for 
a static method of working, in which everything has to be 
built up from scratch every time. A number of parameters 
of a building is specified: the number of windows, doors 
and floors and the texture of the building, and then the AI 
algorithm generates a series of examples from which you 
just have to choose. This modelling can also be done in 
other ways, as we see in the following example.

Conclusion 6: 
Procedural modeling instead of 
fumbling around by yourself saves time 
GANs show the future of (game) design. 
Time and money are saved by less doodling 
around and the designer can focus more 
on concepts and procedural modelling.
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The twelve images of birds were generated by the AI. The same goes for the design of the bags and dresses.

B) Good taste: clothing design and advice

We’ve already told you that more and more GAN tools will 
be introduced to the market for design. Adobe showed 
the “Project Image Tango” at its MAX conference in 
November 2019. Based on GAN technology, the software 
generates new ideas for the design of bags, dresses and, 
for example, birds. It was continually emphasized that 
these designs did not yet exist and that they are nowhere 
to be found on the internet. A simple sketch of a bird, for 
example, is enough to generate a stunningly natural (syn-
thetic) image of a non-existent bird. The desired style and 
colors are imported from examples, after which the soft-
ware generates unique copies time after time.24 

A concept similar to the Adobe software is applied to a 
project by Zalando Research. In their paper Disentangling 
Multiple Conditional Inputs in GAN’s,25 the researchers 
change the texture and color of the garment, but they are 
also working on an interface to design a garment based on 
a simple drawing. This is already very useful for designers, 
but possibly in the future also for customers. The idea is 
that labor-intensive steps are skipped on the way from 
drawing to design, because they are automated with 
the AI.

Above, the created dresses by a GAN, where the shape and the 
color combination have been determined beforehand. Below, the 
black picture is a hand sketched garment. The GAN automatically 

turns it into a plausible clothing item.

Conclusion 7:  
GANs significantly reduce design time 
More and more GAN tools are coming 
to the market that shorten design time 
and make suggestions for new designs. 
From initial sketch to unique prod-
uct has turned into a quick process.

GANs that give style advice and make people streetwise
A step beyond designing a garment is giving advice on 
what to wear. Is it better to tuck in your shirt inside your 
pants or wear a sweater instead of a blouse? A number of 
academics have looked into this issue and eventually man-
aged to capture “good taste” in a model and give clothing 
advice. The system is called Fashion++ and is based on a 
set of 10,000 photos from the collection of Chictopia.com, 
“a content archive for the history of the fashion commu-
nity”, which contains pictures of influencers in the latest 
outfits. The AI system is able to recognize details such as 
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the texture, shape and color and the pattern of the 
clothing. The system then removes the clothing and delib-
erately adds non-fashionable clothing, which is necessary 
to eventually create a so-called “fashionability classifier”. 
If someone adds a photo with their clothing, the computer 
comes up with an alternative that is more stylish than that 
depicted in the photo. The special thing about Fashion++ 
is that no one has said what is fashionable or not, the 
system has taught itself. Why something is fashionable, or 
more fashionable than something else, is often difficult to 
put into words.

The user interacts with the design via a handy UI. With a simple 
click of the mouse, the room, doors, windows, etc. are changed 

and the GAN then creates a possible layout.28

guarantee the calculations of the weight walls can carry 
when building multiple floors. Stanislas Chaillou, working 
at NVIDIA, shows in his graduation project27 at Harvard 
how he uses GANs to generate and analyze floor plans for 
a building. The texture and thickness of walls, orientation, 
circulation and connectivity are, among other things, 
included in the design. Chaillou prefers a so-called “Grey 
Boxing” approach, in which people can control the design 
at several points. This is the opposite of a black box, 
where people provide input in advance and then have to 
deal with the output afterwards. His GAN models can be 
flexible, for example, when people have certain thoughts 
about furniture and other dimensions.

Conclusion 8:  
Provision of style advice from the 
computer to humans works well 
GANs can advise people what to wear 
to look more fashionable, without 
having learned what is fashionable.

Conclusion 9:  
The first steps in architecture 
have been taken 
GANs	have	taken	the	first	steps	for	the	
architecture of physical buildings. This 
allows us to dream about the future 
possibilities of automated creativity, 
but we’re not quite there yet.

2.3  Design in architecture and 
industry

In this section we will present three cases that sketch a 
picture of possible applications in architecture and 
industry. We will start with architecture. As we saw in the 
design of computer games, there are gains to be made in 
the design process of industrial products and in the design 
of real buildings. The first steps have been taken with the 
development of a so-called archi.GAN. Next, we will look 
at the design of products. Generative design is a term with 
which the industry has been familiar for some time. 
Generative AI fits perfectly with this development. Finally, 
we will look at the detection of defects for maintenance 
and predictive maintenance.

A) ArchiGAN shows the future of architecture

The way living spaces are designed has long since shifted 
from paper to computer screens and from pencil to CAD 
software. NVIDIA now has a step-by-step plan in place26 to 
let GANs do the work. It’s called ArchiGAN: a Generative 
Stack for Apartment Building Design. It’s all still at an early 
stage. For example, NVIDIA points out that they cannot 
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Conclusion 10:  
GANs and 3D printing in the industry  
offer opportunities 
Generative design of industrial 
products has been around for a long 
time. Generative AI is an extension of 
this. The combination of GANs and 3D 
printing is particularly interesting.

B) Industrial design coming up with organic 
solutions

Because NASA has set its sights on the exploration of the 
moons of Jupiter and Saturn, the space organization 
needs materials that are even lighter but at least as 
strong. To this end, NASA is collaborating with Autodesk 
and their creative generative AI, among others.29 The 
algorithm presents a surprising but more optimal solution. 
It is interesting to note that the structures generated 
cannot be realized through conventional manufacturing 
but require 3D printing technology.

Car manufacturers are also increasingly experimenting 
with the creative design of generative design processes. 
Often the result looks almost “organic”, because the soft-
ware makes much more accurate calculations about the 
forces that the components have to withstand. Left, you 
can see the designs for the well-known Volkswagen T2 
van,30 and below you can see the design for a General 
Motors seat brace to which the safety belt is attached. 
The design is 40 percent lighter and 20 percent stronger 
than the original.31

Autodesk’s generative design for NASA’s exploration of Jupiter 
and Saturn that is lighter and stronger and can only be fabricated 

by 3D printing.

Above, “generative designs” for the famous Volkswagen T2 van; 
below, designs for a General Motors seat brace to which the 

safety belt is attached.
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C) Detection of mistakes, predictive 
maintenance in simulation

There are two methods to investigate the energy effi-
ciency of solar panels. One is by looking at energy produc-
tion, but unfortunately it does not detect all the defects. 
The other method is called electroluminescence,32 where 
“an image” is made of the energy production. It is a com-
monly used method; the disadvantage is that it has to be 
pitch-dark to make those images and labelling the mis-
takes requires a lot of specialized human knowledge. At an 
international conference on the future of energy supply, a 
GAN model was shown that improved the quality of elec-
troluminescence by 14 percent. The same synthetic data 
augmentation technique was used here as with the MRI 
scans in the example on page 14.

The top row shows original images of deviations in solar cells. 
The lower row shows the images generated by GAN. In the end, 

with the addition of this synthetic data, the model was 
14 percent better at recognizing abnormalities in solar cells.

Predictive maintenance
Predicting when defects will occur has long been a trend, 
especially in the automotive industry. Fujitsu developed 
an AI system that detects abnormalities at an early stage 
based on in-flight sensor data from Airbus helicopters. 
The applied algorithm (MAD-GAN: Multivariate Anomaly 
Detection with Generative Adversarial Networks) helps 
flight engineers analyze a huge amount of test flight data 
and quickly focus on possible problems, which saves an 
enormous amount of time.33 In addition, the GANs that 
develop the best and most efficient synthetic data to opti-
mize predictive maintenance are being researched at var-
ious locations.34,35

Preventing mistakes by simulation
It appeals to the imagination: a fleet of self-driving cars no 
longer has to travel millions of miles for testing purposes; 
it can simply stay in the garage. This is because data simu-
lations using GAN technology make it possible to simulate 
real-life situations.36 They can easily turn winter into 
summer, or dry weather into rainy weather. This is a useful 
application for testing self-driving cars in simulated worlds.

AI-generated summer imageInput winter image

Input sunny image AI-generated rainy image

a

a

b

b

c

c

d

d

Conclusion 11:  
GANs predict and detect mistakes 
GANs	play	a	role	in	the	more	efficient	
detection of defects, for example in solar 
panels, in predicting where problems 
will arise (predictive maintenance) and in 
preventing mistakes through simulations.

GANs can be used to change weather conditions in a photo or 
video, resulting in more training data for self-driving cars.
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A) Making the invisible visible; erasing it and 
upscaling it

The media moment of 2019; the photo of a black hole. For 
the first time, people managed to take a picture of this 
phenomenon. When seeing the photo, most people don’t 
realize how the image was created. The photo is a compo-
sition synthesized from various images taken by the Event 
Horizon Telescope (EHT), a large composite telescope con-
sisting of a worldwide network of radio telescopes. It is a 
virtual radio telescope as large as the earth itself. By 
means of an atomic clock, all telescopic sensors were able 
to shoot an “image” of the black hole in galaxy M87 at 
exactly the same moment. The sensors used only detect 
radio waves, which are not detectable by the human eye. 
The electromagnetic information then had to be con-
verted into digital information before it could be used to 
generate a visual image using artificial intelligence 
(including GANs). The entire process took 2 years of com-
puter time and 347 scientists were involved worldwide.

The photo is a milestone, and not just for science. It also 
marks the beginning of a new type of media, called “syn-
thetic media”. These are media manipulated or created by 
artificial intelligence, such as images, sound, text, video 
and virtual experiences. These media are often so realistic 
that it is impossible for a lay person to tell whether some-
thing is real or fake. The image of the black hole helps to 
better understand the nature of synthetic media. This 
illustrates that synthesized information is not necessarily 
unreliable, deceptive or false. The image is reliable to such 

For the first time, people managed to take a picture of a black 
hole. The photo is an example of a new type of media, so-called 

“synthetic media”: media manipulated or created by artificial 
intelligence, such as images, sound, text, video and virtual 

experiences.

2.4  Synthetic media and art: fake is 
the new real

GANs are now gratefully used for conveying messages, be 
it through media or art – whether or not in an experi-
mental setting. Here we outline GAN’s qualities as an 
interpreter-translator from one medium to another. We 
mentioned it before: GANs can serve as a kind of lingua 
franca and we show even more special media qualities, 
such as the upscaling of old films up to and including 
making visible what is invisible. A more important observa-
tion is that reducing time-to-create is not always a mean-
ingful goal. In the case of art, one can say that the time an 
artist has put into the work is part of the value attributed 
to it. A second observation is that deepfakes – which can 
be used to manipulate people – have a disruptive char-
acter and consequences that are not yet fully understood.

Infinite Machine Creativity
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goes. On YouTube (see the link in the notes37) you can see 
what developer and YouTuber Denis Shiryaev made of it 
with the help of Gigapixel AI. The neural network DAIN 
then added new images to the original frames of the 
video by imagining what the missing images should look 
like. The end result is a 4K (a resolution of 3,840 by 2,160 
pixels) video clip with a frame rate of 60 frames per 

an extent that it leads to an increase in our human knowl-
edge and science can now build on it. With the help of this 
image, existing theories can be tested, and new ones can 
be created.

It can also be the other way around: making what is visible 
invisible. In the two images depicted right, the toolkit of 
technology company NVIDIA shows us how images are 
erased (left) and the original image is automatically filled 
with lifelike details. You can no longer see this is 
Photoshopped. We are losing our grip on reality in this case.

An intermediate form is called the upscaling of material. 
Anyone who has seen the latest Lion King movie knows 
how close these synthetic beasts are to reality. Old films 
and photos usually don’t look very real because of the low 
resolution and the small number of images per second. A 
recent but already iconic example of upscale art is the 
Arrival of a train at La Ciotat station. This has often been 
mentioned as the birth of film. In the 50-second produc-
tion of the Lumière brothers we see trains arriving and 
people boarding in grainy and jerky images. It’s hard to 
imagine that in 1896 people fled the auditorium for fear 
of the approaching train. At least, that’s how the myth 

Elements are erased (left) and the original image is automatically 
filled with lifelike details. In this case, the machine takes over the 

necessary skills for photo and video editing.

The 125-year-old film Arrival of a train at La Ciotat station has been updated via GANs to 4K resolution and 60 fps and 
colorized with DeOldify software.
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B) Interpreter-translator: from one medium to 
another

Several researchers have looked into the question of 
whether you can turn text into an image or a video pro-
duction in a straight line. This way you can skip an entire 
process of making animations in one fell swoop. The 
examples given symbolize the lingua franca function of AI, 
from text to image, from image to text or from text to 
sound. If a musician can conjure up a more up-tempo back-
ground of a saxophone just by asking, composing music 
becomes a lot easier. You can then have a GAN draw chore-
ography that goes with the video.

The translation from music to dance is made possible thanks to 
the Music-to-Movement-GAN. The MM-GAN translates music 

directly into a matching choreography. The generated 
choreography is attuned to the beat, the musical style and the 

diversity of the steps.40

Researchers from Microsoft and Tencent, among others, 
developed a way to let GAN tell a story in pictures by just 
entering text. They appropriately called it “StoryGAN”.41 
Scriptwriters for animated films will soon be able to gen-
erate a (concept) film directly from their written text.

second. But there was still room for improvement. Shortly 
after uploading the original video, Shiryaev shared a color-
ized version made with DeOldify software, which basically 
looks like a short film taken in the 1970s.38 An excellent 
re-interpretation and proof of the power of synthetic 
media to manipulate video images.

Besides old films, Albert Einstein, Marilyn Monroe and the 
Mona Lisa are also brought to life with the help of GANs. 
Researchers from Russia at Samsung’s AI Lab used GAN 
technology to animate still images so that the images 
could smile or move their lips as if they were talking.39 
This is a new form of photo and video editing that was 
unthinkable until recently but has now become 
relatively simple.

Conclusion 12:  
GANs make the invisible visible 
GANs open the doors for synthetic media. 
Computer	generated	or	modified	images	
make the invisible visible, like a black 
hole, or make the world real by coloring 
black	and	white	images	or	artificially	
increasing the quality of images.
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The same trick was shown with videos of the Flintstones, 
which can be read in the scientific paper with the 
appealing title Imagine This! Scripts to Compositions to 
Videos.42 We see Fred and Wilma Flintstone in action as 
soon as the sentences in the script are typed in. “Fred 
opens the fridge” or “Wilma walks out of the house” is 
immediately visualized and converted into a moving ani-
mation. Or, where Fred is talking to Wilma in the dining 
room while she is reading a newspaper and ignores Fred, 
as seen on the right.

Changing from one medium to another also happens from 
image to image. Using the CycleGAN,43 cats are made into 
dogs, apples into pears or, as in the image below, horses 
into zebras (top left; in still image and in moving video). 
The CycleGAN also transforms a painting into a photo (top 
right) or a photo into a painting in the style of your 
favorite artist (bottom).

Film writers may soon be able to generate a (concept) film 
directly from their written text. The technology is not yet 

perfect, but seems promising.

With the so-called CycleGAN, horses are made into zebras (top left; in still image and in video), a painting is transformed into a photo 
(top right) or a photo into a painting in the style of your favorite artist (bottom).

Conclusion 13:  
GANs are interpreter-translators 
of media languages  
GANs can function in the media as lingua 
franca so that, for example, text-to-
image, photo-to-painting and music-to-
choreography are automatically translated.

C) Creating new realities 

For those who still wonder how truthful the synthetic 
media generated by GANs are, it is interesting to look at 
the astonishing improvement in recent years of GANs gen-
erating images of human faces. A well-known example is 
the website Thispersondoesnotexist.com, where visitors 
are confronted with the authenticity of fake faces. There 
are also stock photos generated by GAN, for example the 
100,000 on https://generated.photos/, where you can find 
images of synthetic people for your (marketing) purposes. 
Some are clearly fake, and others are indistinguishable 
from real. (The creator of the website exempts all crea-
tions from copyright and distribution rights.)
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A powerful example of the creation of new realities is an 
audio fragment of the speech John F. Kennedy had ready, 
but which he never gave because of his assassination. 
Listen to JFK Unsilenced and hear how lifelike he delivers 
his speech post-mortem.44 To warn of the danger of these 
possibilities, the MIT Center for Advanced Virtuality has 
made a video of Richard Nixon. We listen to the voice of a 
voice actor and watch – in all likelihood – synthetic images 
created by GANs. Nixon announces in the video that the 
people who have landed on the moon will stay on the 
moon (the video is called In Event of Moon Disaster). It’s a 
strange message that perpetuates the myth that Nixon 
had actually prepared such a text in case something went 
wrong with the mission to the moon. 

2014 2015 2016 2017 2018 2019 2020

The enormous leap in quality that synthetic data has made since Ian Goodfellow came up with his GAN concept in 2014. From left to 
right computer-generated faces of people who do not exist. We see the quality improve drastically each year.

You could say that it’s all just a game. Let’s enjoy the pos-
sibilities and have fun with the remakes of old movies, 
explore galaxies or take a quick snapshot of some text. 
However, if you can no longer believe and trust your eyes 
and ears, alarm bells will go off. This should certainly also 
happen with Chief Information Officers who trust dates 
and facts blindly. If only to prevent super-sophisticated 
phishing methods based on these media tricks from 
leaving the gate wide open to hackers. Of concern are 
phenomena ranging from advanced phishing methods to 
misinformation and the so-called “liar’s dividend”: the 
defendant can deny everything by claiming that the 
authentic video is a deepfake.45 In the meantime, 
Facebook has announced that deepfake videos are no 
longer allowed on its platform.46 In December 2019, it 

GANs are often also the technology behind deepfakes. For example, we hear John F. Kennedy reading a speech he wrote but never 
delivered, and we see Richard Nixon announce that the people who landed on the moon will stay on the moon.
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removed another network of more than 900 fake accounts 
from its platforms that allegedly used computer-gener-
ated faces as profile photos and were brought to life to 
promote right-wing ideologies.

Getting started with fake news
Using the recent open-sourced synthetic text generator 
GPT-2, you can see for yourself which way this type of gen-
erative AI is going. The text generator is called: https://
talktotransformer.com. The system is trained to predict 
the next word when we’re typing. Based on that knowl-
edge it produces coherent (nonsense) texts of a high level. 
It is open sourced to allow scientists to work on an anti-
serum, something that can easily detect fake texts of this 
kind. The creator of GPT-2 is OpenAI, a research institute 
in San Francisco47, which was founded in 2015 by, among 
others, Elon Musk, with the aim of promoting and devel-
oping people-friendly AI that benefits mankind. At the 
beginning of this year they stated that the model could 
not be made public because it was too risky. 

I have created a monster

One of the interesting recent – and potentially wor-
rying – applications building on the GPT-2 model comes 
from Dr. James Howard, a cardiologist in training at 
Imperial College in London. He has trained GPT-2 using 
more than 30 million quotes from the biomedical litera-
ture.48 His creation is now able to independently gen-
erate fake summaries and conclusions of fake research 
– including fictitious clinical test data and false refer-
ences to government registration – by simply entering a 
random fictitious title for a medical research paper. The 
experiment takes the fake news debate to a new level. 
“I have created a monster”, Dr. Howard tweeted when 
he saw the results.

Conclusion 14:  
Fake is the new real 
Deepfakes are perhaps the most famous and 
notorious application of GANs. Manipulative 
fake videos and fully automatic synthetic 
propaganda machines show that a boost 
in creativity is not always positive.
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D) Artists embrace GAN possibilities

Artists are creative minds open to their surroundings and 
developments. It’s not that surprising therefore that 
extensive experimenting is going on in art applications 
using GANs. It’s interesting to see how some artists look 
at this new mix of technology and their own creative 
ability. The conclusion is quickly drawn: GANs are a valu-
able addition to an artist’s arsenal for expressing them-
selves. This is a valuable lesson that we can take to heart 
for the other domains in which GANs will play a role. As 
with media, artists sometimes want to approach reality in 
detail. The so-called hyper-reality in painting is totally hip 
and happening again these days. But the theme, compres-
sion of time-to-create clashes with the concept of art. 
When assessing a work of art, for example a painting, we 
often consider the skills needed in the process and the dif-
ficulties the artist had to overcome in order to come to 
their expression. In short, we appreciate the time and ded-
ication of the artist and take that into account in our con-
siderations. It often becomes even more special when the 
artist has mixed their own colors and oils to make the 
paint instead of using ready-made paint tubes from the 
shop. Or we appreciate the suffering, the intention or the 

progressive vision of the artist. According to Margaret 
Boden,49 research professor of cognitive science at the 
computer science faculty of the University of Sussex, this 
is one of the problems people have with digital art. New 
skills such as innovative programming, creative pre-pro-
cessing and tweaking a neural network are often invisible, 
difficult to assess and less palpable.

In GAN art, it comes down to the fact that the neural net-
work trained by man can continually produce new art. The 
digital art gallery 9gans.com, for example, does that. It 
delivers new AI paintings every hour that can be printed 
on canvas. However, you need to react quickly if you see 
something nice on the website, because the generated 
artworks are not saved and are automatically deleted 
after an hour. You can call these disposable paintings con-
ceptual art because of the disposable effect, similar to the 
work of the famous artist Banksy, who automatically low-
ered a painting into a shredder immediately after it was 
hammered at an art auction.

You can leave the choice of exhibited art for a virtual gal-
lery to the computer, but most of the time the artist is in 
charge of the curation. This takes time, just like training 

Super-fast GAN art that disappears after an hour. The neural network continually generates art.
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a GAN specifically designed to translate images into 
images. Klingemann has biometric facial markers directly 
connected to music and to special effects and has a self-
designed style transition technique he calls GAN2GAN, in 
which he has connected several GANs, trained for 
enchanting facial transitions. Klingemann has a radical 
vision of creativity. “People are not original,” he says, 
“they elaborate on what they have learned before and on 
what others have built before. Machines, on the other 
hand, can create something from nothing”. The question 
of who the spiritual father of AI art is ultimately, is 
becoming increasingly difficult to answer. It is obviously an 
interplay, but the signature of the algorithm under the 
portrait of Edmond de Bellamy makes it clear that we are 
dealing with new ownership issues. Who has intellectual 
property (IP)? In our introduction we pointed out that the 
European Patent Office is not yet ready for IP in the hands 
of a machine.

The portrait of Edmond de Bellamy was sold for $432,500 in 2018 
and raised new questions. A GAN created the painting, but the 

idea to feed the GAN with a dataset of 15,000 portraits painted 
from the 14th to the 20th century came from the French art 

collective Obvious.50 The GAN algorithm was written by Robbie 
Barrat and taken from GitHub. Who exactly is the creator of the 

painting here? Do we speak of machine creativity in this case? 

the models and the style choices you make as an artist. 
The paintings shown on the previous page were made by 
someone who calls themselves a “hacker and scraper” and 
is not an artist. But the works look very arty and would not 
be out of place with the average art loan. There are also 
plenty of serious artists working on GAN creations. For 
example, anyone who visited Hito Steyerl’s video installa-
tion at the Venice Biennale will immediately see that GAN 
art has more to it than a simple push of a button. Beautiful 
synthetic video images (GANs) of the city and nature come 
to you like a crazy dream. There are screens everywhere, 
there are vistas and you can walk across platforms straight 
through the artwork. Mario Klingemann, another artist, 
also puts a great deal of work into it. In one of his works 
he explains how he used different neural networks to 
make a video clip. The faces are made with a pix2pix GAN, 
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Conclusion 15:  
GAN art raises IP questions 
GAN art undoubtedly raises new 
questions about originality, creativity 
and creative power that are also 
relevant to patent and IP issues.

Professor Ahmed Elgammal explores the boundaries of 
what exactly those machines can create for art. Elgammal 
is Professor of Computer Science at Rutgers University 
and director of The Art & Artificial Intelligence Lab.51 
Whereas GANs generate countless variations on the orig-
inal training data, he wants to deviate from this training 
data. With his AICAN (Artificial Intelligence Creative 
Adversarial Network) he tries to deviate just enough from 
the training data to create out of the box works that are 
still attractive. His AI artworks were exhibited in a gallery 
in Chelsea, New York in February 2019 and he is regularly 
in the media. He does not see computer art as a substitute 
for artists, but as a creative instrument or partner. Call it a 
creative cobot. “Artists have always been using new tech-
nology in making their art, and every time some tech-
nology came, it changes the way art is going. From the 
invention of oil paints, to the invention of print making, to 
the invention of photography, and I totally believe using AI 
in making art will be integrated into the mainstream of 
making art in the future.”

Art generated by AICAN. When people were asked about the creator of these works of art, 75 to 85 percent of those questioned 
thought that they were created by a human artist. They added words like “intentional”, “inspiring” and “communicative” to the art. 
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we’re talking about and the GAN applications, of course. 
Buxton’s long nose will therefore be a lot shorter. The 
same conclusion is drawn by the science trio we men-
tioned in the introduction (Iain Cockburn, Rebecca 
Henderson and Scott Stern). They came up with “the 
invention of the methods of invention” and even promised 
exponential economic growth based on the new 
AI possibilities.

Each domain has a different meaning. We have seen exam-
ples where GANs help to invent (from medicines to 
clothes) and improve existing products (design lighter 
materials, better product properties) and help to give 
other technologies traction, such as increasing the effi-
ciency of solar cells. The synthetic data as output of GANs 
can serve as a learning or idea accelerator for other 
models and as a catalyst for creative processes. 
Sometimes they are even the creative end product itself. If 
the creative end product is a media appearance, such as 
voice, image, text or video, it has two faces. It can be an 
enhancement of the original, such as old films being 

2.5  In conclusion: the short nose of 
innovation

GANs are able to do something that a creative person nor-
mally needs more time to do – in art and design, science 
and the media – in a much shorter period of time. Whether 
it’s coloring a black and white film, looking for a new medi-
cine, designing a house or designing a new product; when 
using GANs we compress time and come up with a result 
sooner. This drastically shortens the time-to-market from 
idea to launch and reduces the required investment. All 
GAN applications therefore have one thing in common: 
they compress the time-to-create. Bill Buxton, pioneer in 
human-computer interaction and principal researcher at 
Microsoft, has focused on this time problem and elabo-
rated it in a theory he calls “The Long Nose of Innovation”. 
In short, new innovations take about twenty years to 
mature. If we focus on this and compare it to the examples 
of the many GAN applications, the time span of twenty 
years will soon be shortened, depending on the inventions 

The Long Nose of Innovation

Bill Buxton’s
Long Nose of Innovation
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GANs compress creativity by directly interfering with the method of invention. In this sense they shorten Bill Buxton’s 
“The Long Nose of Innovation”.

32



scaled up, or even a first imagination of the original, such 
as the image of a black hole that is not perceptible with 
our eyes. It can also be a creation of an original, of some-
thing that did not exist before, such as a face of a non-
existent human being or a voice of someone who actually 
does exist. This last category of synthetic media is not 
only entertaining but also disturbing. If the time-to-
market for confusing people and making them believe 
something other than the truth is shortened by GANs, we 
have a problem on our hands of which the consequences 
we cannot fully comprehend. The short nose of innovation 
emerges as the nose of Pinocchio.

Our final note is also an introductory look at the chapter 
that follows. The arrival of GANs offers a new opportunity 
to come up with ideas; it is a new tool from the rich 
toolset available to man to innovate. This touches the 
essence of innovation, because innovation is combining. 
This special tool simply increases the number of combina-
tions, because it can create an explosion of new thoughts, 
expressions and inventions. We’re talking about what Hal 
Varian, Google’s Chief Economist, calls “combinatorial 
innovation”: the ability to innovate by making combina-
tions of already existing components. The graph below 
shows at a glance how linear, exponential and combinato-
rial functions relate to each other. In just a few steps we’re 
exposed to staggering numbers and outcomes that far 
exceed human imagination.

GANs and the artificial data they generate bring us into a 
“mirror world” of the real world. Numerous scenarios, sim-
ulations and virtual and alternative realities and even 
hyperreality can be generated at the touch of a button. 
People only have to make a selection, which can then be 
tried out and rolled out in the real world. The present is no 
longer tied to what is there; it is determined by the extent 
to which the imagination of these neural networks suc-
ceeds in rearranging the material characteristics of the 
present. We see the emergence of a new form of coopera-
tion between man and machine, which is the subject of 
the next chapter.
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The slogan that technological growth is exponential rather than linear is now surpassed by the statement that a combinatorial explosion 
awaits us. Not only will developments be faster, there will also be more ideas that can be combined again. The functions shown in this 

graph and table symbolize the difference in acceleration.
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The look behind the scenes we provided at the beginning 
of this report brings perhaps a sense of disillusionment. 
You will find no aspirations, no intentions, no passion, no 
emotion, no goals and no awareness in technology. GANs 
are advanced analytical calculators that search for pat-
terns and create new synthetic output based on these cor-
relations. But if we look at some of the examples of 
output mentioned in Chapter 2, they evoke wonder and 
amazement. In several experiments in which people unac-
quainted with music or art experienced computer-gener-
ated instances, they became emotional and added all 
kinds of emotions and intentions to the synthetic crea-
tion. How does this view of technology and emotions 
evoked by the output relate to the question that is con-
stantly lurking in the background in this report?

3.1 Are computers actually creative?

It will not surprise you that we answer yes to this ques-
tion. After all, despite divergent opinions, the frequently 
quoted meta-study The Standard Definition of Creativity 
shows that since 1953 a simple two-part definition has 
prevailed in academic publications. This is also called the 
Standard Definition of Creativity and it simply reads: 
“Creativity requires originality and effectiveness.”52 And 
yes, computers can certainly come up with an original idea 
and be effective, like the incredible 37th move that the 
AlphaGo algorithm put on the Go board.

There is, however, an important “but” that is often over-
looked. Computer creativity is in fact uninhibited crea-
tivity, unimaginative, submissive and without context. 
Computers can be creative, but that does not give free 
rein to all sorts of anthropomorphist projections about 
the world of experience of these machines. Again and 

again, human beings set the goal and the preconditions 
and determine the question that needs to be answered. 
The GAN then analyzes, iterates, varies, generates and 
produces it all. It would therefore be nice to see computer 
creativity as just another, complementary form of crea-
tivity, instead of an enemy, or a creative god. Just as we 
distinguish cognitive and social intelligence or human and 
artificial intelligence, we also distinguish human creativity 
and computer creativity, or as Oxford University calls it: 
Creative Artificial Intelligence.53 We define computer crea-
tivity as follows:

Computer creativity is the soulless creative power (of syn-
thetic data) that requires originality and effectiveness.

3 HUMAN-GAN-creativity
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3.2 HUMAN-GAN: a closer look

If we visualize the workings of the creative machine once 
more, as in the image below, we immediately notice the 
central position of the human being. Human beings deter-
mine the goal and give direction. This starts with pre-cura-
tion, where human beings determine the input. Is it a 
million scientific papers, all compositions by Bach or 
Beethoven or all flora and fauna on this planet? GAN gen-
erates and comes up with a synthetic representation, a 
sound, a model of a mineral or a photograph of a person 
who does not exist. This result of the algorithmic GAN 
game between the creator and the critic (discriminator) is 
presented to the human. Essentially, we have a fast ana-
lyst and imaginer – GAN – who helps the human in their 
creation process. There is always need for a representa-
tion of an idea, if only to keep our own flow of 
thoughts going.

The Lovelace 2.0 test, the lesser-known sister of the Turing 
test, offers a different perspective on computer creati-
vity.54 In this test, a person sits behind the computer and 
knows they are talking to AI. They first ask the program for 
a specific creative form of expression (e.g. a painting, story 
or poem) and then set the criteria of what it should be 
about (e.g. ‘a man who saves a cat from the tree’). If the 
human being is satisfied with the result, they will ask a 
next, more difficult question. This continues until the AI 
fails or the human being is completely satisfied. The goal is 
to come to a score of (creative) intelligence instead of a 
right or wrong judgement. 

GAN is an advanced inanimate calculator, while human beings have intentions, aspirations and goals. GAN learns the correlations 
present in the human-selected input and creates new synthetic variants. This creates a range of simulations and creations that fit within 

the presented parameters (the input).

The human being is the second discriminator who has to 
make decisive choices in post-curation. In the example of 
AI art this is still the most ostentatious. Which painting of 
the thousands produced by GAN is worth showing to the 
world? Or what else are we going to do with that out-
come, which twist do human beings ultimately give to the 
computer idea? Is there something that still needs to be 
changed, added or finished? Also, in the case of the digital 
art gallery we showed, where GAN automatically uploads 
its work, it’s the human being who determines the rules of 
the game.

Input:
data set

GAN

Human’s role

Output:
synthetic

data

Post-curationPre-curation

Tweaking
of model

GAN creation / 
GAN selection

Human-GAN
creation
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3.3  A new collaboration, to 
what level?

To our own surprise, we conclude that behind our original 
question of whether computers are creative is a much 
more relevant question: what is the impact of these gen-
erative systems on our human creativity? Because, apart 
from the fact that creativity is important for our well-
being55 and beyond the question of definition, we see the 
emergence of new creations in numerous examples, crea-
tions that would never have seen the light of day if human 
beings had stood alone – without analytical computer cre-
ativity – or if the computer had stood alone – without the 
goals and intentions of human beings. In all these new 
HUMAN-GAN collaborations, GAN learns the correlations 
present in the input and opens up many possibilities with 
automated speed with the same parameters as the input. 
If a human being supplies 10,000 faces for example, GAN 
learns which correlations turn a face into a face and can 
then make infinite variations. Where a person loses many 
man-hours to make one unique face, GAN is able to create 
many synthetic faces in a short period of time after 
training. The result is a form of automated “narrow crea-
tivity” on demand. Wider creativity on demand arises 
when there is more data diversity in the game, as we saw 
in the example of Insilico. 

In an interview between Lex Fridman and GAN inventor 
Ian Goodfellow (which can be listened to in a podcast56), 
Goodfellow fantasizes about the possibilities. He is chal-
lenged whether GANs are the harbinger of Artificial 
General Intelligence; the point that computers are no 
longer inferior to people. Goodfellow does not address 
the question of whether it is ever possible or whether we 

The Super Creative Ensemble Team of the Future

A natural creative AI supported creative AI creative (autonomous)

are going to reach this point. He does lay out what it 
takes: much more data diversity to truly understand the 
world. A computer doesn’t know what a car is if you show 
it 10,000 pictures of cars. For human beings, the car is a 
means of transport, a danger on the road sometimes, a 
romantic look back in the past when we see an old VW 
beetle driving, a simmering engine, the smell of exhaust 
fumes, etc. That whole car experience makes a car a car 
for people. If computers are ever going to reach that 
human level, whatever it is, all these things will also have 
to be parameterized. 

The question is whether it is necessary to reach that 
human level. The important lesson, that computers are 
creative in their own way and humans in their own way, 
should be sufficient to strive for optimal cooperation: a 
new creative era in which HUMAN-GAN creation is central. 
The computer is better at getting data together and 
makes connections in its own way. If we go back to 
Thomas Edison’s words, “Creativity is 98 percent perspira-
tion and 2 percent inspiration”, a lot of perspiration will 
have to come from the machines. In turn, the output of 
the computer also inspires people. In English we would 
speak of new forms of ‘augmented creativity’. It is the 
beginning of the era of HUMAN-GAN creativity. Analyst 
firm Gartner argues that the advent of creative computers 
requires a completely different interplay between the 
AI-enabled professionals and the natural talents in the 
field of creativity in the organization. For the second 
group it is probably difficult to digest, but it is inevitable 
that autonomous creative machines will play an important 
role. All roles will continue to exist side by side and work 
together. The CIO must pave the way to that 
HUMAN-GAN future.
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3.4  Finally: human creativity 
revealed 

People who consider themselves creative may find it hard 
to accept that machines can also be creative. We learn 
from an experiment that human creativity can be a “mind 
fuck” and is by definition a product of the environment in 
which we operate. In a television program by mentalist 
Derren Brown, two marketers are asked to come up with 
an original idea. At the end, an envelope is opened with an 
almost identical image to that just made by these people. 
Mentalist Derren Brown performed this trick with two 
creatives from an advertising agency. He commissioned 
them to design a poster advertising a shop for stuffed 
animals. The poster had to contain a self-designed 
company name, slogan and logo. Below is the image of the 
shop concept that they came up with; they called it 
“Animal heaven” with the slogan “The best place for dead 
animals”. The logo is a bear playing on a harp. 

Brown then shows his own pre-made poster. It is almost 
identical, with the name “Creatures Heaven”, the slogan 
“Where the best dead animals go” and the logo of a bear 
playing the harp. The creatives are stunned. How is this 
possible? But the taxi ride to the experiment was planned 
in such a way that they subtly saw images that inspired 
them to come up with their concept – a zoo, children 
wearing a T-shirt with a bear playing the harp, etc. These 
two creatives turned out to be less creative than they had 
thought and were blown away. The limited creativity from 
this experiment comes from the created bubble – the taxi 
ride and everything the creatives went through. Every day 
hordes of people go to work in the same bubble of a 
limited environment, trying to be creative and thinking 
they are creative, until a machine comes along that also 
seems to be able to cough up ideas.

Mentalist Derren Brown manipulated the creative process of two 
marketeers so that he could predict the output.
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4  In conclusion: a future CIOs 
dream of

The entire development of GANs and computer creativity, 
from 2014 to the present day, can be summed up in a 
chain of dreams. Dreams about the possibility of making a 
“dream computer” have become dreams about the possi-
bilities of computer creativity, which in turn have become 
dreams about what this will bring. If Ian Goodfellow’s stu-
dents hadn’t asked that one question, if computers can 
dream, we probably wouldn’t be having this discussion 
with you right now. After a night of intense work, 
Goodfellow provided initial proof that computers are 
potentially creative. By now, there are over five hundred 
different types of GANs, with illustrious names like 
3D-RecGan, CowboyGan and SiftingGan, that can be 
found on GitHub for use directly by anyone. Which brings 
us to the question of whether the CIO, like the scientists, 
artists and designers who are at the forefront of this tech-
nology, is dreaming about GANs, about computer crea-
tivity, perhaps even about an infinitely more creative 
organization. In other words:

Can CIOs still dream?

An often-heard cry is: “There still is so much to do.” If 
you’re dreaming, it’s more like nightmares, because how 
do you keep all the balls in the air at once? According to 
consulting firm McKinsey it is the worst time for the 
average CIO to practice their profession, “There’s no 
worse time than now to be an average CIO” is the opening 
sentence of a report in which McKinsey mentions the CIO 
challenge. There is so much to do on so many fronts. The 
profession has become much more complex. The techno-
logical possibilities are much greater, social and cultural 
changes have accelerated, there is a talented young gen-
eration with a different value pattern and different 
wishes. Adding it all up, we can conclude that there is no 
longer room for an “average” CIO, we need a new tech-
nology leader instead.57 It wouldn’t be out of place to add 
a name to the position of CIO, the Chief Creativity Officer. 
After all, everything that fits the profile of the new CIO 
requires an enormous dose of organizational creativity.

The tech leader according to McKinsey

This new tech leader is transformative, as we can read in 
McKinsey’s “The CIO challenge: Modern business needs a 
new kind of tech leader.” It’s a business man or woman who 
knows everything about the customer, who’s a change 
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agent addressing the “why” question, a talent scout whose 
main task is to reimagine what it takes to attract and retain 
talent, a cultural revolutionary who knows everything about 
community building and breaking down silos, and finally a 
tech translator, someone who helps the organization better 
understand technology and business implications.

If the CIO isn’t dreaming of a creative future anymore, 
who is?58 You’d say there’s no better topic to tackle than 
the advent of computers that stimulate creativity. 
Because the challenges organizations face today demand 
creativity on all fronts. We previously discussed this sub-
ject in Utopia for Executives, our earlier report.

The conclusion we drew in that report is that the CIO must 
be creative on three different fronts: lead the transforma-
tion of the organization; intensify digital technology and 
extract business value; and give direction to a new course 
– purpose directionality – that fits in with the new value 
patterns in society.

In this final chapter, we present seven dreams and night-
mares, from large to small, putting them into perspective 
in a world where the arrival of creative machines can 
be accommodated.

1 A big dream: preparing the organization for 
its AlphaGo moment

World Go champion Lee Sedol losing in his game against 
the computer has become a symbol of the creative break-
through of machines. This dream of computer creativity 
(which ends with your own AlphaGo moment) has a dif-
ferent course than that of Sedol. He stopped playing Go 
three years after his loss because he couldn’t win any-
more. Kasparov, who experienced his “Go moment” earlier 
in his confrontation with chess computer Deep Blue, 
chose another option: he wondered what we could learn 
from the computer and how we could change the game 
(chess) with it. Organizations are no chess pieces. The 
game is not about winning, it’s about staying relevant. 
Simon Sinek, organizational consultant and known for the 
why-what-how theory, introduces two types of organiza-
tions in his latest book: finite and infinite organizations. 
Organizations that play the game to win are the losers in 
the long run because they have no relevance. In his book 
The Infinite Game, he describes how higher goals bring 
long-term success to the organization. In that sense, the 
AlphaGo moment is not an end point, it’s only the starting 
point. For the transformative CIO we introduce here, it 
must be grist to the mill. The AlphaGo moment is an 
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case and Forrester Research expects that the damage 
caused by this type of case will run into the hundreds of 
millions in the not too distant future. According to 
Forrester, the cure for these problems is to get the most 
out of deepfake education for the organization. There is 
also an emerging market for detecting deepfakes. But if 
the phishing emails become phishing phone calls or videos 
where we hear people we know saying and doing things, 
what do we do? The energy company got off easy with a 
simple bank transfer. What if the CEO had given access to 
the information systems?

Incidentally, the nightmare is shared by 77 percent of 
CISOs (Chief Information Security Officers), according to a 
survey of 100 of these people.59 The main fear they have 
is that facial recognition software becomes easy to hack. 
On networks outside the organization, such as YouTube, 
LinkedIn and Facebook, employees make connections with 
fake people made out of synthetic material, with fake his-
tories and fake intentions. We are heading for a world 
where your senses can no longer be trusted, where a 
photo of damage claimed can be synthetic, where a phone 
call and the voice that is recognized can’t be trusted. For 
anyone who has the word “information” on their business 
card, the alarm bells must have begun ringing long ago. 
Identification becomes “check, check and double check” 
and information education becomes lifelong learning. The 
question is: are people able to cope with the erosion of 
truth and what happens when democracies come under 
constant attack from a cordon of true-to-life lies?

4 A dual dream: creativity has a 
democratizing and monopolizing effect

Democratization and the internet were once almost syn-
onymous. But now we know better. A lot of power is in 
the hands of a few technology giants. Policymakers and 
governments have woken up and started to fight the 
supremacy of this power base. In the latest technology 
development, we are once again talking about democrati-
zation. It is undeniably true that the technology has a 
democratization effect. For example, you can now use the 
same top-level artificial chess coach anywhere in the 
world. There are numerous GAN tools that make the pro-
fession of designer easier. The GANs for numerous appli-
cations are available on GitHub. You can use them in no 
time at all, and that sounds democratic too. However, 
there is a duality in that we also know from the history of 
the internet that providing the tools and using them 
smartly are two different things. In this dream, you’re 
looking at both the possibilities for broad use of 

excellent dot on the horizon. A new goal has been set for 
the digital intensification of the organization. The organi-
zational transformation – cross-silos and in agile teams – 
thrives well with GAN technology. And what the ‘purpose’ 
is – the goal that serves all that creativity – is pre-emi-
nently a conversation you want to enter into with the 
young talent on the job market. 

2 A small dream: getting started with GANs

The fact that there are now creative machines is no guar-
antee that organizations will become more creative. 
Technology is a social construction. Success or failure 
depends on the soft factors. This dream could be about 
the hackathons you’ll be organizing in this area, how to 
break through the silos in your organization, how to 
attract and inspire new talent from outside, how to set up 
AI living labs. Of course, you could make a case for com-
bining specific characteristics of synthetic data and GANs 
and other AI possibilities. Many organizations are now 
making steps with AI and this development can be taken 
into account. This is a dream that starts small and, hope-
fully, ends big. If we look at the examples in this report, 
we can conclude that humanity has been given an extra 
tool, like the wheel, hammers, chisels, books, stargazers, 
dykes, electricity, roads, cars and medicine. We live in a 
human-built world. In this case, however, we are dealing 
with an instrument from the digital subcategory. Digital 
tools have special capabilities that we still look at with 
amazement when, for example, we FaceTime with a family 
member in Australia. The ability to bring together things 
that do not originally belong together – such as bridging 
differences in time and place via Facebook – is just one 
example of what digital tools can and physical tools 
cannot do. Now we are discovering a new capacity: the 
extraordinary ability to generate unique and usable 
output, the mechanical ability to boost our human crea-
tivity. In concrete terms, getting it to work means keeping 
both feet on the ground and, at the same time, daring to 
be open to the remarkable characteristics of digital and 
learning to understand them better.

3 A nightmare: information inflation and 
manipulation

The boss of an English energy company thought he was on 
the phone with the director of the German parent com-
pany. At his request, he wrote a cheque of €220,000 to a 
Hungarian supplier. The voice of the parent company 
turned out to be a GAN creation, the Hungarian supplier 
was part of a criminal network. It is a remarkable fraud 
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computer creativity and the side effects that can be 
expected. Concentrations of power of future GAN players 
that are going to dominate are to be expected. Dream 
about the possibility of taking advantage of the democra-
tization of creativity and be wary of these new strong-
holds of power.

5 An ethical dream: giving direction to 
creativity

Creativity sounds positive but, in reality, is neutral. You 
can use it for something good, but just as easily for bad 
things. Now that organizations are under a magnifying 
glass to answer the question of what is good or bad (from 
their ecological footprint and other environmental 
effects, to gender-neutral policy, inclusiveness, etc.), the 
question arises about the direction in which computer cre-
ativity should be deployed. This CIO dream is about what 
the good things are and what ethical questions need to be 
asked. Principal economist of the World Bank Paul Romer 
has an outspoken opinion on this issue. He won the Nobel 
Prize in Economics in 2018 for his research into innovation 
and growth. His lesson is that the creative forces must be 
steered in the right direction. That leads to creative effi-
ciency. You can also steer in the wrong direction. As an 
example, Romer mentions fracking, the hydraulic frac-
turing of the soil with chemicals. Someone has sent crea-
tive minds into this dead-end street, because fracking is 
extremely bad for the environment and has no future. The 
same people could, for example, have developed new 
photovoltaic cells. This issue will only increase in the 
future. Generative AI can, for example, consciously (deep-
fakes) and unconsciously (e.g. biases in the data) lead to 
harmful consequences. The bitcoin, to name another tech-
nology, consumes as much energy as a country like 
Austria. And the following example shows that it pays to 
think about the purpose for which AI is used.

Infinite Machine Creativity
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Run three nuclear power plants for one hour

When OpenAI researchers demonstrated an algorithm 
at the end of 2019 that was capable of solving a Rubik’s 
Cube using a robot hand, it didn’t take long to calculate 
how much energy it took to train this algorithm. It 
required more than 1000 desktop computers, plus a 
dozen or so machines running specialized graphics 
chips that made intensive calculations over several 
months. Evan Sparks, CEO of Determined AI, a start-up 
that creates software to manage AI projects, tells 
Wired Magazine that the algorithm probably consumed 
about 2.8 gigawatt hours of electricity,60 which is equal 
to the output of three nuclear power plants for one 
hour.61 It is predicted that if we don’t work on more 
efficient technology, 51 percent of global electricity 
needs will come from communications technology by 
2030.62 

6 A second nightmare: creative machines 
take over humans

Get people out of this nightmare as quickly as you can. 
Computers aren’t going to take over from us, if only 
because they don’t feel like it and because they don’t have 
any sense of awareness. The dream or nightmare in which 
this subject can end up is unproductive. The pitfall 
towards which we are heading was described in crystal 
clear fashion by Sigmund Freud in Das Unheimliche63 over 
a century ago in 1919: people attribute human traits to 
machines that aren’t there. In Freud’s time, it was moving 
dolls that brought us to these fallacies. Humans are psy-
chologically defenseless against these so-called anthropo-
morphic thoughts. Creative machines are getting better 
and better at feigning humanity, as we saw with the text 
generator Talktothetransformer, or as shown in the syn-
thetic human images of Thisisnotaperson. The mental 
step from seeing something human to suspecting that 
these things also have a consciousness is quickly made. 
Getting out of the dream is therefore something that is 
integral to the CIO’s task, because the fantasy images 
come up automatically. The trap is called: “What if ...? 
Yeah, but what if computers gain consciousness now?” 
This “What if” is a Hollywood construction, not a construc-
tion of reality.64 The creative powers of the machines will 
undoubtedly continue to increase and will amaze us time 
and time again. Let’s hope that humans are smart enough 
to push this new creative potential in the right direction 
and solve the concrete problems – big and small – that we 
face today. Anyone who is afraid that the challenges will 

run out when the computer keeps coming up with crea-
tive solutions is simply not looking hard enough. The 
human imagination is virtually infinite, creativity can come 
infinitely far within the limits of physical laws, although 
challenges will continue to present themselves. As long as 
humans still have questions, the computer must come up 
with the answer. No human or machine ever has to be 
bored again.

7 A future dream: the (in)finite creative 
future

The above-average CIO is a change agent, transformer and 
cultural revolutionary according to the McKinsey profile 
description. You stick out your neck if you also position 
yourself as a “creativity booster”. That’s why we conclude 
by speculating a little with you about the possible limita-
tions that lie ahead for us in the creative field. In their 
research paper Are ideas getting harder to find? (2019), 
economists Nicholas Bloom, Charles I. Jones, John Van 
Reenen and Michael Web of Stanford University and MIT 
argue that ideas are getting harder to find. Based on their 
analysis of different industries, they draw the conclusion 
that the number of people doing research around the 
world is increasing noticeably, but that it is producing 
fewer ideas than before, which is slowing down economic 
growth. The Stanford/MIT researchers explain that the 
easy ideas have already been conceived and that we are 
now only saddled with the difficult issues. The “low-
hanging fruit” in terms of inventions has now been picked. 
New Scientist reported back in 2005 that we were heading 
towards a “dark age of innovation”. The low point would 
be around 2024, when innovations would dry up. Science 
journalist John Horgan is a source of inspiration for these 
kinds of thoughts. In his book The end of science65 (1996) 
he argues that science is drawn-out; it only has to deal 
with really big issues like quantum physics and the big-
bang theory, we (humans) solved the rest. But the really 
big things are one size too big for humans. A philosophical 
school, called the new mysterians, endorses this idea. 
Certain things will always remain a mystery to mankind. 
The anarchist philosopher David Graeber wrote an essay 
on the tantalizing proposition that we are not getting 
along anymore: Of Flying Cars and the Declining Rate of 
Profit66 (2012). He, too, wonders why progress has 
stopped: “Where are the flying cars? Where are the force 
fields, traction beams, teleportation cells, anti-gravity 
sledges, tricorders, immortality pills, colonies on Mars, 
and all the other technological wonders that every child 
– who grew up in the middle to the end of the twentieth 
century – expected to have by now? Even the inventions 
that were about to break through – such as cloning and 
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Back in 1965, futurologists promised that we would move around in flying saucers within ten years. They’re still not here.

cronyism – didn’t keep their promises. What happened to 
them?”

In our dreams, we are teleported from one planet to ano - 
ther without having to worry about Albert Einstein’s 
Theory of Relativity. Our imagination is limitless, but 
whether we can turn what we imagine into action 
depends on our creative ability and its possible limits. 
With the advent of a new creative potential – the GAN 
computer – we can, at least, see that these limits have 
been stretched further than ever.

Infinite Machine Creativity
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